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Abstract
This contribution demonstrates the feasibility of applying
Generative Adversarial Networks (GANs) on images of
EPAL pallet blocks for dataset enhancement in the context
of re-identification. For many industrial applications of re-
identification methods, datasets of sufficient volume would
otherwise be unattainable in non-laboratory settings. Using
a state-of-the-art GAN architecture, namely CycleGAN, im-
ages of pallet blocks rotated to their left-hand side were gen-
erated from images of visually centered pallet blocks, based
on images of rotated pallet blocks that were recorded as part
of a previously recorded and published dataset. In this pro-
cess, the unique chipwood pattern of the pallet block sur-
face structure was retained, only changing the orientation of
the pallet block itself. By doing so, synthetic data for re-
identification testing and training purposes was generated, in
a manner that is distinct from ordinary data augementation.
In total, 1,004 new images of pallet blocks were generated.
The quality of the generated images was gauged using a per-
spective classifier that was trained on the original images and
then applied to the synthetic ones, comparing the accuracy
between the two sets of images. The classification accuracy
was 98% for the original images and 92% for the synthetic
images. In addition, the generated images were also used in
a re-identification task, in order to re-identify original images
based on synthetic ones. The accuracy in this scenario was up
to 88% for synthetic images, compared to 96% for original
images. Through this evaluation, it is established, whether or
not a generated pallet block image closely resembles its orig-
inal counterpart.

1 Introduction
Generative Adversarial Networks (GANs) have shown to be
an efficient way to generate synthetic data (herein defined
as data generated by GANs or similar generative methods,
which typically are supposed to resemble original data in at
least one metric), producing better results than other gen-
erative methods (Cai et al. 2021; Goodfellow et al. 2014;
Wang, She, and Ward 2021). The generation of such data
can be helpful for data-driven approaches and in situations
in which the acquisition of sufficient original data is not fea-
sible. This, for example, is the case when trying to examine
the scalability of a solution which retrieves its input from
a high volume database, for which the gathering of enough
original data would not be possible in an economically fea-
sible and timely manner.

An example of one such case is the development of a re-
identification solution for warehousing entities, as presented
in (Rutinowski et al. 2021b). In this work, the authors fo-
cused on applying the concept of pedestrian re-identification
to chipwood pallet blocks. Re-identification is commonly
defined as the identification of a previously recorded sub-
ject over a network of cameras (Ye et al. 2021) and assign-
ing a unique descriptor to it instead of assigning it to a class
holding multiple entities of the kind. The motivation of this
contribution lies in the absence of an inbuilt identification
feature on Euro-pallets, which would be of great value for
the automation of warehousing processes. Thus far, the stan-
dardized Euro-pallet, whose specifications are defined in a
European Norm (Packaging 2004), guaranteeing production
standards and interoperability, rely on methods that use ar-
tificial features (e.g., barcodes, QR-codes or RFID). How-
ever, equipping pallets with these artificial features implies
further expenses, labor, and the risk of illegibility after an
elongated period of use, due to material deterioration. Even
though it has been demonstrated that the re-identification of
pallet blocks can be achieved in a laboratory environment
(Rutinowski et al. 2021b), it is not evident that the system
that has been developed would yield similar results (i.e.,
a similar re-identification accuracy) if the dataset were of
much greater extent. It is not evident either, whether real-
time performance (i.e., registering a pallet and receiving a
re-identification result in a matter of a few seconds) could
still be achieved. These two aspects however do matter, since
hundreds of millions of Euro-pallets are in constant circula-
tion in the industry (Deviatkin and Horttanainen 2020). Even
so, the acquisition of millions of images of pallet blocks is
not feasible in a timely manner, which is why the use of syn-
thetic data is of such great benefit in this very case.

Therefore, this contribution presents a GAN based ap-
proach for the generation of synthetic pallet block images.
The result of this approach is that the centered input im-
ages of pallet blocks from the dataset pallet-block-502 (Ruti-
nowski et al. 2021a) are rotated to their left-hand side, while
maintaining the unique chipwood pattern of their surface
structure. By doing so, a new image of the same pallet
block from another perspective is generated. This dataset
enhancement approach is distinct from ordinary data aug-
mentation, in which an image would be flipped, rotated, etc.
Since to the best of our knowledge, the synthetic genera-



tion of pallet block images is a novel application of GANs,
no standard practices for performance or result quantifica-
tion have been encountered. As to assess the quality of the
synthetic images, a classifier is therefore trained on original
centered and rotated images and applied to a hold-out set of
original and synthetic images. The results of applying this
classifier on the two sets of images are subsequently com-
pared, determining whether the synthetic images are classi-
fied accordingly. In addition, the synthetic images are used
in the re-identification pipeline presented in (Rutinowski
et al. 2021b), as to determine whether the retention of the
chipwood pattern during the rotation of the pallet blocks was
successful, i.e., whether the same pallet block, only rotated
instead of centered, would still get assigned the same ID and
thus be recognized accordingly in the re-identification sce-
nario. Therefore, while the main contribution of this work
is the generation of synthetic data, the classification and re-
identification tasks are used as benchmarks to validate the
applicability of said data.

The remainder of this work is structured as follows: Sec-
tion 2 discusses the relevant research related to the subject
of GANs and their applications as well as the concept of
deep learning based re-identification. Section 3 lays out the
approach and methodology proposed in this work. Section 4
presents the evaluation of the results that have been obtained.
Finally, Section 5 discusses these results and provide some
suggestions on the research that could further be conducted
based on this contribution.

2 Related Work
The relevant state of the art for this contribution comprises
GANs for dataset enhancement and deep learning based re-
identification. The two will be discussed briefly in this Sec-
tion.

2.1 Generative Adversarial Networks
Generative Adversarial Networks can be understood as a
two-player zero-sum game, in which (at least) two neural
networks compete against each other in the form of a mini-
max optimization problem (Wang et al. 2017). On the most
rudimentary level, one of these networks, called the genera-
tor, tries to generate new, synthetic data from a set of original
data or from noise that it is given as an input (Wang, She, and
Ward 2021). The discriminator then acts as the generator’s
adversary, often in the form of a binary classifier, trying to
distinguish between original and synthetic data (Wang, She,
and Ward 2021). Starting from this basic premise (Goodfel-
low et al. 2014), different kinds of GAN architectures and
approaches have since been developed.

One such development is pix2pix GAN (Isola et al. 2017),
which is a conditional GAN, meaning that a conditional vari-
able (i.e., a label) is added to both the generator and the
discriminator model during training (Pan et al. 2019). By
adding this additional information during training, the data
generation process is affected and can therefore effectively
be influenced by altering the conditional variable (Langr
and Bok 2019). Isola et al. argue that many image process-
ing tasks revolve around a translation from input to output,

which can be abstracted as mapping pixels to pixels (Isola
et al. 2017). The authors claim that this challenge can there-
fore be solved by conditional GANs that only need the re-
spective training data but keep their same architecture and
objective (i.e., loss function) for each task. To prove this
claim, Isola et al. used pix2pix GAN for various image gen-
eration and semantic segmentation tasks, such as generating
photo-realistic images from sketches or converting daytime
images to nighttime images. Pix2pix GAN was later pro-
ceeded by pix2pixHD (Wang et al. 2018), which provides
photorealistic image-to-image translation at resolutions of
up to 2048 × 1024 px. Like its predecessor, pix2pixHD
translates semantic label maps into images.
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Figure 1: A schematic depiction of the concept of cycle con-
sistency, as described in (Zhu et al. 2017).

Another GAN architecture that is of interest is CycleGAN
(Zhu et al. 2017). This GAN has a deep convolutional archi-
tecture that learns a mapping between one image domain
and another, using unsupervised learning to train two gen-
erators and discriminators. While the previously mentioned
pix2pix GAN uses an explicit pairing between labeled in-
puts and outputs, such paired data can be hard to come by
in real life applications. In such cases, an unsupervised ap-
proach is advantageous, in the specific case of CycleGAN
the use of cycle consistency. Cycle consistency means that
one generator G1 translates input I1 from the source domain
to the target domain, where a discriminator D1 tests whether
the translated input T1 is distinguishable from target domain
samples (Zhu et al. 2017). Simultaneously, another genera-
tor G2 translates I2 from the target domain to the source do-
main, where another discriminator D2 again tests whether
the translated input T2 is distinguishable from source do-
main samples (see Figure 1). Due to this functionality, even
if no precisely matched training image pairings are avail-
able, CycleGAN can generate synthetic images from the tar-
get domain based on images from the source domain.

2.2 Deep Learning based Re-Identification
As has been hinted in the introduction of this contribution,
for the purpose of re-identification, the subject of interest
is assigned a descriptor when first recorded by one of the
cameras in the camera network. This descriptor assignment,
which is similar to a class assignment, as would be com-
mon in classification tasks, is what the re-identification of a
previously recorded subject at a later point in time is based
on. The difference, compared to an ordinary classification
task, lies in the uniqueness of the descriptor, meaning that
classes containing only a single instance are created (when
re-identification is treated as a classification task and not a
metric learning task, which would be a valid alternative (Yi
et al. 2014; Yu, Wu, and Zheng 2017)).



Re-identification is commonly used in the context of
pedestrian surveillance and in this context commonly re-
alized by use of deep learning based methods (Ye et al.
2021; Yi et al. 2014; Zheng, Yang, and Hauptmann 2016).
Apart from pedestrians, other entities, such as vehicles, have
been the subject of re-identification (Rong et al. 2021; Wei
et al. 2018), but the focus remains strongly on humans.
In a previous publication (Rutinowski et al. 2021b), it was
demonstrated that re-identification methods can also be of
value in the context of warehousing logistics. For this pur-
pose, a state-of-the-art pedestrian re-identification frame-
work, Torchreid (Zhou and Xiang 2019), was used in con-
junction with PCB P4 (Sun et al. 2018) on a self developed
dataset called pallet-block-502 (Rutinowski et al. 2021a).
This dataset contains 10 images each of 502 pallet blocks
of Euro-pallets made out of chipwood. The 10 images are
made up of five different perspectives (central perspective,
left/right-hand side rotation, left/right-hand side shift) and
two lighting modes (natural and artificial lighting). With
this setup, it was possible to re-identify the respective pallet
blocks based on their individual, unique chipwood pattern
with an accuracy of at least 96%, depending on the match-
ing scenario.

3 Methodological Approach
In this work, we use a subset of the dataset pallet-block-502
(Rutinowski et al. 2021a), presented in Section 2.2 It is a
suitable dataset for the task at hand, since it contains mul-
tiple labeled images of pallet blocks, taken from different
perspectives, with different lighting conditions. We focus on
images belonging to two distinct perspectives, which will be
our source and target domains, namely the central (C) and
left-hand side rotation (RL) perspectives. Formally, the in-
put data can be defined as follows:

Definition 1 Let D be a dataset composed of images of N
pallet blocks from a central C and left-hand side rotation RL
perspective, s.t. C ∩ RL = ∅. In D, there are two distinct
images for each perspective (C and RL) of a single pallet
block i (1 ≤ i ≤ N ) with varying lighting conditions.

In this work, the problem is defined as given an image
ci ∈ C of a pallet block i, generate a synthetic image for the
RL perspective. We denote these synthetic images as r̂i and
their set as R̂L. To address this problem, in Section 3.1 we
first present the GAN architecture that was chosen for these
experiments and discuss the way in which it was applied to
our dataset. Then, in Section 3.2, we present the downstream
tasks that are used to assess the quality of the synthetic im-
ages that were generated by the GAN.

3.1 Learning Process: GAN Selection & Training
Based on the C and RL perspective subset, consisting of two
times 1, 004 images of the dataset, we aim to again gen-
erate 1, 004 images from the RL perspective, by providing
1, 004 corresponding images from the C perspective, while
preserving the chipwood surface structure of the respective
pallet block. Figure 2 shows an example of a single pal-
let block from these two rotational domains, embedded in

the conceptualized representation of an adversarial network
with cycle consistency.

With this aim in mind, image-to-image translation can be
used to create RL perspective images from C perspective im-
ages. While pix2pix GAN could be used to create a super-
vised one-to-one mapping between the two domains, it re-
quires a paired set of C and RL images. This, however, can-
not be guaranteed for future use cases, reducing the appeal
of pix2pix GAN for our intents and purposes. CycleGAN,
on the other hand, uses unsupervised learning to train two
generators and two discriminators. By doing so, even with-
out precisely matched training image pairings, it can gen-
erate synthetic images from the RL domain based on input
images from the C domain, which is the perspective shift we
will focus on. For this reason, we will use CycleGAN for
our experiments.
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Figure 2: Examples of centered (source domain) and ro-
tated (target domain) images used for CycleGAN training
(ID 187).

Therefore, the CycleGAN generator in this scenario con-
sists of an encoder and a decoder, with the encoder being a
ResNet (He et al. 2016) with convolutional layers that map
the input (i.e., a C perspective image) to a small feature rep-
resentation and the decoder being a ResNet with transpose
convolutional layers, transforming the feature representation
it obtains into a transformed output (i.e., an RL perspec-
tive image). In this unsupervised setting, a single generator
may map multiple input images to a single output, leading
to what is called mode collapse (Lala et al. 2018), which
means that outputs with little to no variance would be gener-
ated. To avoid this pitfall, CycleGAN uses cycle consistency,
in this case therefore inversely performing RL to C transfor-
mation while simultaneously training another generator to
perform C to RL transformation. Hence, cycle consistency
allows CycleGAN to correctly map C perspective images to
RL perspective images, while simultaneously preserving the
features of the input image in the generated image.

CycleGAN’s two discriminator networks work analo-
gously to its generators. The discriminator network is a con-
volutional network that distinguishes between original and
synthetic images, classifying them accordingly. During each
iteration the discriminator is applied to the current batch of
synthetic images generated by the respective generator as
well as 50 images generated during previous iterations. This
enables the discriminator to generalize well in the target do-
main, i.e., RL perspective images. CycleGAN optimizes the
adversarial loss and the cycle consistency loss, which quan-
tifies the difference between the original C perspective input
image, an image translated into the RL perspective and back
again, to produce what it considers to be appropriate output
images. Additionally, an identity loss is taken into account



as well, in order to retain the image’s color space. As a re-
sult, even when using an unpaired dataset, CycleGAN can
generate RL perspective images from a C perspective input
image.

3.2 Formulating the Evaluation Tasks
Different GAN evaluation settings do exist (Borji 2019,
2022) and can in many ways be valuable tools that enable re-
searchers to assess the performance of their GAN. However,
these evaluations primarily focus on GAN training, leaving
room for ambiguity when it comes to the application of a
trained generator on new input data. This however, is a key
factor in many use cases, such as our own, which determines
the usefulness of a trained generator. Given this background,
we developed our own evaluation method, tailored to our
use case. Therefore, as to evaluate the performance of the
images generated by the trained CycleGAN model, the two
following evaluation tasks are performed:

Image perspective classification In this task, the class is
defined as the perspective of the image. This is formally de-
fined as follows:

Definition 2 Given an image x, the image perspective clas-
sification task is defined as the problem of determining if
x ∈ C or x ∈ RL.

In this work, a classifier is trained on 80% of the C and
RL pallet block images of the dataset pallet-block-502, with
the aim of distinguishing between these two types of per-
spectives (1, 608 images in total, 804 per class). The trained
model is then applied to the hold-out dataset consisting of
the remaining 20% of the respective dataset images (400 im-
ages in total, 200 images per class), thereby establishing a
benchmark for how accurately an original yet unknown im-
age can be classified by its perspective. Finally, the model
is applied to a randomly chosen subset (of the same size as
the hold-out dataset) of the synthetic images and the clas-
sification accuracy on both sets of images compared to one
another.

Re-identification of pallet blocks based on synthetic im-
ages Based on our definition of the input data, the task of
re-identification is defined as:

Definition 3 Given a query set Q ⊂ D and a gallery set
G ⊂ D with Q ∩ G = ∅, the problem of re-identification of
an image xi ∈ Q of pallet block i is to find an image yj ∈ G
of pallet block j such that i = j.

The re-identification pipeline from (Rutinowski et al.
2021b) is used to match an original image of a pallet block
to a synthetic image of the same pallet block (original C to
synthetic RL perspectives and original RL to synthetic RL
perspectives). The accuracy, with which the re-identification
could be performed is then compared to the results for the
same scenario, that are obtained using only original images,
matching the C and RL perspectives.

The dimensions of the generator’s input and output im-
ages are set to 1280 × 640 px and therefore a 2:1 aspect
ratio, while the images from pallet-block-502 have an as-
pect ratio of approximately 1.7:1, due to the images being

cropped automatically by YOLO. Taking this aspect ratio
discrepancy into account, two modes of re-identification re-
sult evaluation will be carried out. The first one will apply
the exact approach used in (Rutinowski et al. 2021b). The
second one (subsequently called modified re-identification)
will apply projective transformations and Gaussian blur to
the training images and will center-crop the generated im-
ages to an aspect ratio of 1.7, as to match the aspect ratio of
pallet-block-502.

4 Experimental Evaluation
Before displaying and analyzing the results of this contri-
bution, the experimental configuration, in terms of software
and hardware usage, will be laid out.

4.1 Experimental Configuration
For the experiments in this contribution, three different net-
works were used. First of all, we used a Tensorflow im-
plementation of CycleGAN1. The generators and discrim-
inators of this network were trained for 200 epochs, with
nine residual blocks for the generator architectures, using the
Adam optimizer with a learning rate of 0.0002 and the corre-
sponding β1 argument set to 0.5. These and all unmentioned
parameters are the recommended default settings provided
by the authors of (Zhu et al. 2017), taking the selected reso-
lution into account. Next, we trained a perspective classifier,
as described in Section 3.2, again using the Tensorflow li-
brary. It employs Adam as an optimizer (with the default
learning rate of 0.001), sparse categorical cross entropy as a
loss function and was trained for 20 epochs. The architecture
and further hyperparameters of the classifier can be seen in
Table 1.

Layer Shape Hyperparameters
Input 640 x 1280 x 3 -
Conv2D 640 x 1280 x 16 Filter size: 16; Stride: 3; Activation: ReLU
MaxPool2D 320 x 640 x 16 Stride: 2
Conv2D 320 x 640 x 32 Filter size: 32; Stride: 3; Activation: ReLU
MaxPool2D 160 x 320 x 32 Stride: 2
Conv2D 160 x 320 x 64 Filter size: 64; Stride: 3; Activation: ReLU
MaxPool2D 80 x 160 x 64 Stride: 2
Flatten 819200 -
Dense 128 Activation: ReLU
Dense 2 Activation: Linear

Table 1: Architecture of the pallet block perspective classi-
fier.

Finally our re-identification method, which is described in
detail in (Rutinowski et al. 2021b), was applied to the data
in its modified and unmodified manner (see Section 3.2).
For the image perspective classification task, accuracy (de-
fined as the amount of correctly classified images divided by
the total number of all images) was the evaluation metric of
choice. Additionally, ranked accuracy (from rank 1 to rank
5) was used for the re-identification task, since unlike the

1https://github.com/LynnHo/CycleGAN-Tensorflow-2



herein described perspective classification, re-identification
is not a binary classification task.

The experiments and evaluations described throughout
this work were run on an NVIDIA DGX-2 (equipped with
16 NVIDIA Tesla V100 GPUs and a 24-core Intel Xeon
Platinum 8168 CPU). To support the reproducibility of our
results, the code used for this work and the resulting images
can be found online2.

4.2 Synthetic Data Generation Results
By using the methods described in the previous Section,
1, 004 images of RL perspective pallet blocks were gener-
ated from their C perspective counterpart that they are based
on, retaining their chipwood surface structure while only
changing the perspective. Some examples of generated im-
ages and their original counterparts can be seen in Figure 3.

Original image (centered) Synthetic image (rotated)ID

131

367

34

Figure 3: Original and corresponding synthetic images gen-
erated by applying a left-hand side rotation to a centered in-
put image.

For original images that had a low degree of luminosity,
as can be seen with ID 34 in Figure 3, the generator was
consistently unable to change their perspective, generating
only a (visually) very similar copy of the original image.
This was the case for 102 of the 1, 004 images that were
generated. The generator likely experienced mode collapse
in these instances and the affected images were therefore ex-
cluded from further evaluation. For the remaining majority
of the data however, no mode collapse could be observed
and the resulting images look visually promising.

4.3 Results of the Classification Task
Following the data generation process, a classifier was
trained to discriminate between RL and C perspective im-
ages. The classifier was then applied to the hold-out dataset
of original images as well as a set of generated images of
the same size (200 images each). Even though the resulting

2https://github.com/jerome-rutinowski/gan data for re-id

images (see Figure 3) seem very promising visually, a dis-
crepancy can still be measured in terms of the perspective
classification accuracy. While the original images are being
classified with an accuracy of 98%, their synthetic counter-
parts score an accuracy of 92%, meaning that the evaluation
displayed a 6% difference in classification accuracy. This
difference could be due to artifacts that might have been
generated along with the new perspective of the image. Ad-
ditionally, the edges of the pallet blocks in the generated im-
ages, in some instances, are sharper and less natural looking
than their original counterparts. For the task of classification,
a factor of uncertainty to also take into consideration is the
vague definition of the terms “centered” and “rotated” dur-
ing the creation of the original dataset. During this process,
no clear definition of these terms was given (i.e., in terms
of an angle at which a pallet block ought to be facing the
camera). Since only a broad visual notion of the terms “cen-
tered” and “rotated” was used, the accuracy with which the
dataset setup could be reproduced is reduced (i.e., it would
be difficult to replicate the images, without knowing from
what specific angle they should be taken) and categorical
ambiguity is persistent.

4.4 Results of the Re-Identification Task
In addition to the classification task described in the Subsec-
tion above, the re-identification method from (Rutinowski
et al. 2021b) was applied to the original images, as de-
scribed in Section 3.2. As can bee seen in Table 2, for the
re-identification results, a distinct difference is to be noted
between the results obtained using the exact methodology
of (Rutinowski et al. 2021b) and the modified version de-
scribed in Section 3.2 (discrepancies of 23% to 58%).

Evaluation type
Metric Re-identification [%] Re-identification (modified) [%]
AccC→RL 73 96
Acc

C→R̂L
33 88

Acc
RL→R̂L

20 78

Table 2: Re-identification rank-1-accuracy (Acc) on syn-
thetic and original images.

In this case, the results suggest that using similar aspect
ratios is paramount to a successful re-identification. In ad-
dition, we assume that the use of Gaussian blur is advan-
tageous in this case as well, blurring pixel level patterns,
that would seem irrelevant to humans but might be mis-
takenly treated as a relevant feature by the re-identification
algorithm. However, when observing the results that were
obtained using these modifications of compatibility, the dis-
crepancy between the re-identification accuracy obtained us-
ing original images and synthetic images ranged between
8% and 18%. In the former case, this represents a result
that is very similar to the classification discrepancy that was
described in Section 4.3 Of particular interest however, is
the lower accuracy for Acc

RL→R̂L
compared to Acc

C→R̂L
.

This could potentially mean that the synthetically generated
RL perspective images still have a greater degree of similar-



ity to the C perspective images that they are based on, than
the RL perspective images that they are trying to replicate.
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Figure 4: Ranked accuracy of the re-identification evaluation
plotted as a CMC curve.

Finally, the re-identification results are shown in greater
detail in Figure 4, in the form of a CMC (Cumulative Match
Characteristic) curve. Taking more than the first rank accu-
racy into account, it can be seen that for all evaluation tasks
using the modified re-identification method, results upwards
of 90% are consistently achieved. For the un-modified re-
identification method, an improvement in accuracy can be
observed as well, as to be expected, with an increasing num-
ber of ranks. However, until rank 5, a considerable differ-
ence in accuracy remains between the modified and the un-
modified re-identification method. This difference is pro-
nounced enough, that AccC→RL, which is performed only
on original images, is consistently lower than Acc

C→R̂L
(modified).

5 Conclusion & Future Work
The results obtained in this contribution demonstrate that, in
general, the generation of synthetic images of pallet blocks
for the purpose of dataset enhancement is feasible. Using the
dataset pallet-block-502 and the state-of-the-art GAN archi-
tecture CycleGAN, 1, 004 images of rotated pallet blocks
were generated from images of the same pallet blocks in a
centered perspective. For 102 of these images, which were
taken under comparatively low lighting conditions, no vi-
sual rotation could be perceived. We assume this to be the
case due to mode collapse, during the generator’s training.
The remaining 902 synthetic images closely resemble the
original images in terms of their chipwood surface structure,
but differ in the way the pallet blocks in the images are ori-
ented towards the camera (i.e., they are now rotated to the
left-hand side, instead of being centered). Therefore, from a
visual perspective, the aim of the herein described procedure
was accomplished and new data could reliably be generated,
enhancing the existing dataset.

Beyond visuals, the synthetic images were evaluated by
using a classifier, trained on original images, that discrimi-
nates between rotated and centered perspectives. Both origi-
nal and synthetic images were run through the classifier and
the classification accuracy was compared. While the classi-
fication accuracy for original images was 98%, the classifi-
cation accuracy for synthetic images was 92%, meaning that
there remains a 6% discrepancy. This discrepancy implies
that there is still a measurable difference between original
and synthetic images, in terms of their perspective. Addi-
tionally, the (modified) re-identification method presented
in (Rutinowski et al. 2021b) was applied to the synthetic
images and the resulting re-identification accuracy of 88%
was compared to the accuracy of 96% resulting from the use
of original images only. Again, the 8% discrepancy shows
that there remains a measurable difference between original
and synthetic images, even in terms of their surface struc-
ture. Therefore, while discrepancies still can be made out,
we perceive the results obtained in this contribution as valu-
able and promising, further confirming the visually satisfac-
tory results.

Finally, the work presented in this contribution can be im-
proved, for instance, by using more input images for the
GAN or by using a different GAN architecture to begin with.
Additionally, reducing the dependency on lighting condi-
tions could improve the results obtained when applying the
GAN to images using low lighting, as shown in Figure 3.
More perspectives could be generated from the same pal-
let block, or conversely new pallet blocks (i.e., a new chip-
wood surface structure) could be generated while retaining
the same perspective. Lastly, further experiments using other
GAN architectures should be conducted, as a methodologi-
cal comparison was beyond the scope of this work.
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