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Abstract—While the space of renewable energy forecasting has
received significant attention in the last decade, literature has
primarily focused on machine learning models that train on only
one objective at a time. A host of classification (and regression)
tasks in energy markets lead to highly imbalanced training data.
Say, to balance reserves, it is natural for market regulators to
have a choice to be more/less averse to false negatives (can lead to
poor operating efficiency and costs) than to false positives (can
lead to market shortfall). Besides accuracy, other metrics like
algorithmic bias, RMBE (in regression problems), inferencing
time, and model sparsity are also very crucial. This paper is
amongst the firsts in the field of renewable energy forecasting
that attempts to present a Pareto frontier of solutions (trade-
offs), that answers the question on handling multiple objectives
by means of using the XGBoost model (Gradient Boosted Trees).
Our proposed algorithm relies on using a sequence of weighted
(uniform meshes) single objective model training routines. Real
world data examples from the Amherst (Massachusetts, United
States) solar energy prediction panels with both triobjective
(focus on accuracy) and biojective (focus on fairness/bias) classi-
fication instances are considered. Numerical experiments appear
promising and clear advantages over single objective methods
are seen by observing the spread and variety of solutions (model
configurations).

Index Terms—pareto, XGBoost, renewable energy, forecasting,
solar, fusion.

I. INTRODUCTION

Multiobjective variants [46] of the unit commitment prob-
lem are crucial in the current day world. These problems aim
to consider reduction of CO2 emissions and penetration of
renewable power in addition to cost optimization. Specifically,
these take a bi-level form as follows.

{Pout} min
s∈Sw,r∈Rw

G(s, r, w) = [g1(.) . . . gm(.)] .

{Pin} min
θ∈Θ,z∈Z(θ),w∈W (θ,z)

F (θ, z, w) = [f1(.) . . . fm(.)] .

Note that Pout refers to unit commitment problem with ob-
jectives gi referring to costs, emissions etc. Here, Pin denotes
a machine learning problem, where the aim is to predict the
amount of renewable energy that will be generated (say from
solar or wind power units). We note that the problem Pin

is crucial since renewable energy has extreme variance and
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this helps in efficiently balancing reserves (from conventional
sources of power). For the purpose of completeness, {s, r}
(from Pout) refer to generation and transmission variables and
{w, z, θ} (from Pin) refer to model coefficients, hyperparame-
ters, and model/preprocessor choices respectively. We note that
the focus of this paper is on the problem Pin. Here, functions
fi can refer to accuracy type metrics like RMSE, MAE, R2

error, F1 scores, precision, recall or computation/cost metrics
like flops, model sparsity, inference time etc. We also note
that other metrics pertaining to fairness/bias also form a major
component of these functionals (as we will be discussing
later). Taking the example of solar power, here the weights z
can can refer to coefficients pertaining to irradiance, humidity,
and wind-speed [17].

In the context of renewable sources of power, solar and wind
energy have received consumer attention worldwide. Wind
speed (an indirect quantification of the power) forecasting [22],
[50] has been extensively viewed and studied as a multi-label
classification problem (with wind speeds falling under discrete
buckets - say, 0-5 mph, 5-20 mph etc.). Multiple models,
like Gradient Boosted Trees [37], SVMs [40], and Artificial
Neural Networks [2], [7], [25] have been used in these cases.
Regression based models have also been analyzed [11] in
the estimation of wind speeds. While metrics like RMSE,
MAE, and R-Square have been studied in this angle, it is
easy to observe that these are not conflicting. Some basic
works attempt to classify wind gusts (no gust vs. high gust)
as means of estimating wind power production [34]. For
a detailed survey of all such machine learning methods in
lieu of wind power forecasting, the reader is asked to refer
to [31]. In the context of solar power forecasting [45], there
has been extensive work on applying regression methods with
models ranging from KNNs [16], [18](K-Nearest Neighbours)
and SVMs [38], [51], [52] to ANNs [10], [19], [27]. Recent
works using Gradient Boosted Trees have shown excellent
promise [17]. There also has been work from a classification
angle [33], [43], where either cloud cover or irradiance levels
are chosen as indirect markers of solar power. They are
similarly discretized into multiple discrete buckets. For more
details on readily available datasets, the reader is asked to refer
to [1], [27], [30].

A notable fact with all the above works is that they are
focused on single objective optimization. The objectives have



been some marker of accuracy (RMSE, R-Square, Balanced
Accuracy, Cross Entropy Loss etc.). It can be easily noticed
that the use of renewable power comes at the cost of balancing
reserves (given the intermittency). Under and over forecasting
are both crucial aspects that cannot be ignored. More notably,
decisions have to be made quickly in realtime. This all
the more necessitates the optimization of metrics pertaining
to model complexity and sparsity, bias, inference time, and
computational time. Some recent work has focused on looking
at complexity metrics [23]. But they have also been focused
solely on one metric and merely consider accuracy to meet
some threshold. One recent work [14] focuses on a biobjective
problem, where the interest lies in estimating the interval
of generation capacity (lower and upper bounds on solar
power production). The objectives of interest are the prediction
probability (confidence of the interval) and the width of the
interval (lower is better). However, these works have also
focused on training the model with a single standard loss
and is very specific to accuracy based indicators. The aim
of this work is two-fold. Firstly, we explain the necessity of
multiobjective learning in renewable power markets. Secondly,
we deploy a standard decision trees (XGBoost) as our machine
learning model and use weighted/scalarized optimization along
the lines of [20] to train these models using custom functionals
(user-defined based on the objectives). We explicitly mention
that the intent of our work is to not show algorithmic benefits
of weighted optimization. The aim is to merely demonstrate
a working prototype of multiobjective learning for energy
market predictions. This work will pave the way for future
work on wind and other renewable sources, more models
like neural networks, SVMs, and Random Forests, multil-
abel classification and regression variants of the problem,
and more tailored search and first order schemes for the
backend optimization (including constrained) of custom losses
(and hyperparameter optimization). The rest of the paper is
organized as follows. Section 2 formulates the problem and
section 3 discusses about the basic algorithm in detail. Section
4 presents some promising numerical results and we conclude
in section 5.

II. OBJECTIVES AND MODEL

Given the penetration of renewables in the market, it is
imperative that there is underlying uncertainty in generation
capacities. A regulatory system operator’s role is to ensure
that reserves are handled appropriately such that there is
no shortfall. This indirectly refers to minimization of false
positives (in wind/solar power prediction). At the same time,
a conservative classifier can lead to a high number of false
negatives. This on the contrary can lead to very inefficient
market designs with excess wastage of reserves. On a similar
note, it is also important that classifers do not get biased
towards a certain feature (like gender or race when it comes
to algorithmic fairness). Say, a classifier predicting wind
energy should not be biased towards the prediction year (say,
2017 vs 2018) or similar but different geographical locations.
Noise, Model/computational complexity, and inference times

are other key metrics that are crucial. The former is primarily
dealt with by optimizing sparsity indicators corresponding to
the model [36]. While model and computational complexity
are heavily tied to the hyperparameters of the model, inference
times are blackbox based and require special attention. Even
when the goal is to maximize accuracy, the choice of the
related accuracy metric is very much tied to the setting of
interest. Say, smaller planning horizons can demand higher
importance to metrics like balanced accuracy, while longer
horizons can require optimization of AUCROC or RMBE
(Root Mean Bias Error). For a detailed choice of metrics,
please refer to [45]. Our multiobjective machine learning
problem can be compactly stated as follows.

min
z,w

F (yp(z, w, xl), yl) =

f1(y
p(z, w, xl), yl)

...
fm(y(z, w, xp), yp)


T

Subject To: z ∈ Z, w ∈ W (z).

Here, fi(.) can represent any objective like balanced accuracy,
precision, recall, RMSE, R-Square, AUCROC, complexity,
RMBE, or inference time etc. depending on the problem
type. Standard losses like cross entropy or hinge can also
be used. Note that yp and yl denote the respective model
predictions and training data labels. Here, xl refers to the
feature vector in the training data. Most importantly, z refers
to model hyperparameters and w refers to the weights or
model parameters. Say, if Neural Networks are deployed, z
corresponds to the number of hidden layers and neurons,
while w refers to the weights associated with each of these
layers/neurons. In cases of decision trees, z can refer to
tree depth and the number of leaves. The machine learning
problem can include the case of data pre-processors and
feature engineering components. This framework is referred
to as pipeline optimization and our model mentioned above
will follow without any loss of generality. However, pipeline
optimization is not in the scope of our current research. We
focus on three classes of problems (as to be discussed in the
numerics section): triobjective and biobjective problems with
focus on accuracy and thirdly a biobjective problem with focus
on bias and accuracy. It can also be noted that forecasting
problems can further be complicated by means of constraints
on predictions, metrics, and model parameters [26]. However,
we note that this is also not in the scope of our current work.

III. ALGORITHMS

Multiobjective learning has recently received good atten-
tion in literature, particularly in multi-task learning [32],
[35], [49]. Note that the goal with multi-task learning is
to simultaneously learn model parameters w that aim at
performance improvement. However most of these problems
are triggered by performance measures over multiple datasets
and a single objective. Recent advancements have handled
multiobjective learning problems by means of generating a
Pareto frontier through black-box optimization methods. These
can be vaguely classified under two subsets, namely Genetic



Fig. 1: Sample Pareto frontier for a biobjective optimization
problem.

algorithms and Bayesian optimization. Genetic algorithms [9],
[48] are population based and use Pareto dominance as their
criteria to update solutions/iterates. Multi-objective Bayesian
Optimization (MOBO) methods [4], [8], [24] build surrogate
models for all objectives of interest and select iterates in
batches based on the expected improvement of the hypervol-
ume of the Pareto frontier (also an estimate from the sequential
information on iterates/objectives). The hypervolume indica-
tor [3], [44] is a standard metric that has been well accepted
in literature for pareto based multiobjective optimization. For
clarity and completeness, we define a Pareto frontier as per
figure 1. A simple biobjective problem is shown in this case.
It can easily be seen that points x1 and x2 dominate point x3.
However, it can also be observed that moving from point x1

to x2, does not guarantee a descent in both objectives f1 and
f2. These are referred to non-dominated points and the set of
such points constitute the Pareto frontier. We note that all these
approaches are however generic and assume that there is little
information on the structure of the objectives. However in the
case of machine learning, we note that the structure of the
underlying model is well defined. Additionally, the gradients
and hessians of the objectives in terms of the model predictions
are mostly known and given by closed form expressions. It is
hence obvious to note that the dependency of the objectives
on the model parameters (weights) is not completely blackbox
based and more information can be extracted from the above
knowledge (efficient exploitation of structure). We also note
that most of these algorithms also focus on hyperparameter
optimization (in the space of z), where multiple configurations
of z define the Pareto frontier. However, for each configuration
in z, the models are trained only with standard losses (like
cross entropy) which are only accuracy oriented. In short,
there is very little in terms of carving out a frontier in terms
of multiple configurations of w’s for a fixed configuration of
z. Work along the direction of search based methods [12],
[42] have also proved to be very efficient, but they are
also restricted to hyperparameter optimization. Recent works
exploit this aspect and train on custom losses [20]. These

custom losses are constructed based (MPO-Model Parameter
Optimization) on sequential scalarization of the objectives by
means of weights (ρ). These weights are chosen in an adaptive
sense, based on the evolving frontier of optimal solutions
(in the objective space). In addition, Bayesian solvers like
USEMO are deployed for the hyperparameter tuning (HPO-
Hyperparameter Optimization) and the final frontier is a result
of the fusion of the HPO and MPO schemes.

In this work, we use similar Bayesian methods for the HPO
portion. However, for the MPO portion, we resort to a standard
uniform weights based approach. Say, with two objectives,
the following set of weights presents a uniform choice:
{ρ = (0, 1), (0.25, 0.75), (0.5, 0.5), (0.75, 0.25), (1, 0).}. The
optimization problem of our interest is a bi-level case stated
as follows.

min
z︸︷︷︸

HPO

 min
w∈W(z)︸ ︷︷ ︸
MPO

m∑
j=1

ρjfj(w)

 (1)

subject to z ∈ Z. (2)

Here, note that W (z) refers to the set of possible model param-
eters that can be chosen, given a hyperparameter configuration
z. As mentioned earlier, z corresponds to the number of layers
and neurons in the case of neural networks. It can refer to
even the choice of activation functions and pooling layers.
In the case of XGBoost, this refers to the maximum number
of leaves, depth of a tree, and number of trees. This can
also include algorithmic hyperparameters like learning rate or
classification threshold. It is easy to observe that the space of
z can be marked by categorical/integer variables. The weights
w usually are not constrained by themselves. Say, if there
are 4 hidden layers with 10 neurons each, we would have
40 weights, (i.e) |W (z)| = 40 (cardinality denoted by —.—
in this case). With objectives on model complexity, sparsity
becomes very crucial. In such cases, one of the objectives
takes the form, say fj = ∥w∥2. For completeness, we re-
define the parametrization of the objectives. Say, let f1 denote
MSE (Mean Square Error). Then,

fj(.) =

N∑
i=1

∥yp(z, w(z), xi)− yi∥2.

Other metrics and indicators are defined accordingly. We
summarize our algorithm as follows for the purpose of clarity.

• Step 1: Solve the MOO as-is by means of Bayesian
optimization that treats the objectives as simulation based
(derivative-free/blackbox) for a fixed time budget (t0). Let
{zk}Kk=0 denote the resulting trajectory of hyperparame-
ters.

• Step 2: Fix the accuracy threshold θ. For all k such
that facc(zk) ≥ θ, sort the set of iterates w.r.t time
(computational time).

• Step 3: Till time budget t − t0 is attained, perform
MPO (inner problem) by fixing the configurations in



the sorted order. For each configuration, generate a set
of weights from the uniform space as denoted earlier.
Another example is given below.

Say, for a triobjective problem with 10 mesh points allowed
for evaluation, the weights ρ are {0, 1/3, 2/3}, {0, 2/3, 1/3}.
{1/3, 2/3, 0}, {2/3, 1/3, 0}, {1/3, 0, 2/3}, {2/3, 0, 1/3},
{1/3, 1/3, 1/3}, {1, 0, 0}, {0, 1, 0}, and {0, 0, 1}. This refers
to a total 10 = 32 + 1 number of weights. That is, with mesh
size n = 3, the total number of weights = n2 + 1.

a) Non-weighted methods:: It can be noted that
weighted/scalarization methods do not show a similar promise
when the underlying pareto frontier happens to be nonconvex.
In such settings, ϵ constraint based methods [47] have demon-
strated good computational performance. These rely on solving
a sequence of single objective optimization problems, say as
follows (triobjective case shown below).

min
w

f1(w)

subject to f2(w) ≤ ϵ2

f3(w) ≤ ϵ3, w ∈ W (z).

This is recursively done over several careful choices of ϵ
and objectives. Besides, search based methods like Nelder-
Mead [12] and Multi-Mads [5] have been deployed in the
context of HPO without using weights. These can be extended
to MPO if some knowledge on the expected solutions is known
based on subject matter expertise (else, they can turn out
to be expensive). Hybrid regimes have also been proposed
more recently, which use gradients and search techniques
together [15]. Lastly, reference point based methods that
use Shapley values (Explainable AI) have shown promise in
estimating approximate pareto frontiers [28], when problem
dimensions are not huge. These non-weighted methods prove
to be one useful future research direction that has an immense
potential for improving the quality of solutions/Pareto frontier.

IV. NUMERICS

We present our results with the University of Massachusetts
dataset (UMass) [17], [29], [41]. This presents real-time ob-
servations of solar incidence features and generations at the
Computer Science Department at UMass. We specifically note
that this is a two-step process, where data on the features like
incidence angle, GHI, wind-speeds, pressure, and temperature
are obtained from “weather.com” and the data pertaining to
the actual power production is fetched from the University of
Massachusetts. Also, it is to be noted that UMass houses six
generation facilities (for PV-power production) and we just
consider the one from the Computer Science department for
our work. We also note that some data points are irrelevant
and we drop them during our pre-processing stage (power
generation is reported only from certain hours of the day).
Additionally, we note that we use a “toy” version of the
dataset, where the labels are converted/encoded to be suitable
for classification analysis. That is, positive power generation is
labeled as “1” and no power generation is labeled as “0”. For
ease of parsing and understanding, a snapshot of the finally

used data is shown in figure 2. While regression models can
also be studied (given the inherently continuous data labels),
we leave this for future research. This is mainly because,
most of the renewable energy literature has focused on either
binary or multi-label classification. We present two sets of
results, one on using different metrics of accuracy and one
tied to bias/fairness. Each of these sets further expand onto
two different problems each. All the computation was done
on a cluster with 12 cores and processor speed & memory of
3.1 Ghz & 32 GB respectively. All our results are presented
with the XGBoost model.

A. Accuracy Indicators

Two period power markets with increased solar power
penetration are characterized by increased commitments and
participation (across all firms) in the forward market [21]. De-
viations from forward market bids naturally face huge penal-
ties from market operators. Given the underlying uncertainty
in solar power, this further necessitates crucial planning of the
reserve market. When planning with reserves, mere overall
accuracy of the solar power predictions do not suffice. Given
the highly imbalanced nature of the datasets (intermittency of
power generation), both false positives and negatives require
minimization. False positives can lead to a higher risk in
shortfall and outages. At the same time, false negatives can
also increased purchases of reserves and significantly higher
costs. Outages are usually balanced by emergency supplies,
which come at a significantly higher cost and international
trade relations. The balance between these costs differ from
one country to another, year to year, and even season to
season. While joint minimization of both false negatives and
positives are ideal, such a setting cannot be achieved and
we have to resort to Pareto solutions. Practitioners can pick
solutions (models) that are usable according to their dynamic
needs. For this study, we use a concise version of the data
from both 2017 and 2018 (with nearly 6000 records - after
removing some irrelevant records). In the given dataset, we
note that 9-10 percent of the data presents with positives
(power generation) and nearly 90 percent of the time, there
is no power generation. We consider two years worth of data
(2017 and 2018). Here, some of the features represent DHI,
DNI, GHI, Clearsky parameters, Cloud cover, Dew Point, wind
speed, temperature, and pressure. For a more detailed note
on the features, the reader is asked to refer to [17], which
uses the same dataset (in a slightly different context). Here,
[17] presents a regression based single-objective approach to
predict accurate models for solar power forecasting (also using
XGBoost). In our case, we re-label the actual generation data
to binary levels (which is very common in solar and wind
energy markets). Say, generation levels of 0 and 1.5 MW are
modified to 0 and 1 respectively (No/Yes labels). As much
as we notice in regression problems, no classifier is free
from bias. In this process, we also consider mean bias error
as one of our objectives. We consider the following seven
hyperparameters for our study. The associated lower and upper
bounds are also enclosed.



Fig. 2: Visualization of Data.

(a) Pareto frontier. (b) Scatter - Zoomed.

Fig. 3: Performance of Single Objective (SOO) and Multi-
objective Optimization (MOO) approaches on the biobjective
problem.

• Architectural (integer): tree depth (1 to 13), maximum
leaves (1 to 100), and number of rounds (1 to 100).

• Algorithmic/fitting hyperparameters (continuous): classi-
fication threshold (0 to 1) and learning rate (0 to 1).

• Others (continuous): minimum child weight (0 to 10),
max-delta-step (0 to 10).
a) Precision and Recall: First, we consider the case of

just false positives and negatives. In this work, we primarily
focus on model parameter optimization. While the importance
of hyperparameter optimization is truly noted, we generate just
three such configurations from four equally spaced intervals
(say, L+U/4, L+U/2, and 3L+U/4 if lower and upper bounds
are represented by L and U). The objective of this work is
to compare the pareto frontier (obtained by using weighted
optimization) with single objective solutions (obtained by
training with cross entropy losses). We note that multiple
losses and hyperparameter (including the three above, but
more) configurations are considered for the case of single
objective optimization. For the MPO portion, we generate
weights from a uniform distribution, 5 equally spaced points
in the 2D space, between 0 and 1. That is, w1 = i

4 and
w2 = 1 − w1, for i = 0, 1, 2, 3, and 4. Figure 3 shows
the s spread plots for both our weighted scheme and a
single objective examination based approach. We note that the
number of evaluations (number of times models are trained) in
each case are 15 (for consistency purposes). We also note that
the actual expense of evaluating the function is higher in the

case of using HPO. We report results from both years 2017
and 2018 for the purpose of completeness. For completeness,
our objectives are defined as follows.

prec(ya,yp) =

∑m
i=1(1− yai )y

p
i∑m

i=1 y
p
i

,

rec(ya,yp) =

∑m
i=1(1− ypi )y

a
i∑m

i=1 y
a
i

.

b) Triobjective Problems: In this case, we add another
accuracy metric, namely the Mean Bias Error and consider
the triobjective version of the problem. For completeness, we
define MBE as follows.

MBE =
1

N

∣∣∣∣∣
N∑
i=1

{ypi − yai }

∣∣∣∣∣ .
Note that ypi and yai refer to the model predictions and the
actual labels respectively. For this triobjective problem, we just
show the performance comparison of both approaches with
increasing function evaluations. For the mesh generation with
weights, we assume the following pattern, w1 = i

3 , w2 = j
3 ,

and w3 = 1 − w1 − w2 (for i = 0, 1, 2, and 3 and j defined
similarly). Figure 4 shows the comparison of the hypervolumes
across the single and multiobjective approaches. Note that
single objective optimization is performed using a standard
cross entropy loss (other losses or metrics like precision/recall
can also be used). The benefits of using multiobjective op-
timization cannot be very easily noticed in this case. The
bias metric does not seem to be conflicting and it can be
inferred that there is very little bias in the dataset/classifier
combination.

B. Fairness Indicators

While accurate classifiers are good, research over the last
decade has shown that these can be unduly biased towards
some features, to enforce accuracy. Say, classifers can tend
to give undue importance to race or gender to get accurate
predictions. Fairness in AI has been very deeply studied in
the last decade [6], [13], [39]. In the context of solar power
generation, it can easily be noticed that some parameters do
not contribute much towards predictions or classification tasks.
Say, generation levels are not bound to change significantly
within years (say 2017and 2018) if other features remain the



Fig. 4: Triobjective Problem - comparison of MOO/SOO.

same. Also in our dataset, features like wind speeds are essen-
tial, but not sole markers of production levels. In such settings,
there is always a necessity for practitioners to compromise
slightly in accuracy by ensuring that the classifiers do not get
biased significantly. The extent of balancing these objectives
is highly subjective and therefore leads to a similar biobjective
optimization problem. For our fairness related problems, we
use the Calders-Verwer or the CV-score (also related to DPD
- Disparate Parity Difference) measure as our indicator. The
DPD measure represents the gap between the probabilities of
getting positive outcomes by a binary predictor Ŷ for two
different sensitive groups in the input data. It is defined as:

DPD :=
∣∣Pr(Ŷ = +|A = 1)− Pr(Ŷ = +|A = 0)

∣∣
Here, A denotes a binary sensitive attribute or the fairness
feature (e.g., wind-speed or year) in the input data with
A=1 and A=0 representing privileged and unprivileged groups
respectively. Predicted outcome Ŷ can be positive (favorable)
or negative (unfavorable). A fair predictor will have similar
proportions of positive outcomes within each sensitive group
resulting in a lower DPD value. Noting that A marks the binary
sensitive attribute, we define index sets IA and JA referring
to the sample points (feature data) that correspond to 0’s and
1’s of the attribute. The objective takes the following form:

IA = {j|m ≥ j ∈ Z,Aj = 1} ,
JA = {j|m ≥ j ∈ Z,Aj = 0}

DPD(ya,yp) =

∣∣∣∣
∑

i∈IA
ypi

|IA|c
−

∑
i∈JA

ypi
|JA|c

∣∣∣∣ .
Note that the function |.|c represents the cardinality of a
set, whereas |.| denotes the absolute value function. Finally,
the Balanced Accuracy Error metric (which is 1-Balanced
Accuracy) is quite standard and is defined as:

bal err(ya,yp) =
1

2|P |c

∑
i∈P

|1− ypi |+
1

2|N |c

∑
i∈N

|ypi |.

(a) Pareto frontier. (b) Scatter - Zoomed.

Fig. 5: Performance of Single Objective (SOO) and Multiob-
jective Optimization (MOO) approaches on the Bias/Fairness
problem with indicator “Wind-Speed”.

Also, P and N denote the set of points (labels) classified as
positive (1’s) ad negative (0’s) respectively.

a) Wind Speed: Say, as an example the user/subject
matter expert knows that changes in wind speeds by 20 mph
does not cause any change in the amount of energy trapped
by the solar panel (given other features remain the same). If a
classifier predicts elsewise, it is deemed to be biased. In this
exercise, we analyze the fairness of the classifier by fixing the
wind-speed column. Figure 6 shows the spread plots for both
single and multiobjective optimization. Some improvement
and the variety of solutions can be noticed when using mul-
tiobjective optimization. The number of intermediate points
in the frontier will improve with increasing more weights.
We note that the purpose of this exercise is to just compare
the difference between single and multiobjective optimization.
We do not intend to show a performance improvement in
using one scheme over the other. Our choice of weights and
hyperparameters is the same as earlier. The same exercise can
be repeated with other less relevant features to fine tune our
process of computing efficient models.

b) Year: In this exercise, we additionally add the ”year”
column as one of the features. As a hypothesis, it can be
stated that under usual circumstances, the solar energy out-
puts between any two years will be similar. In other words,
classifiers can compromise on this hypothesis in an attempt to
yield accurate models. We hence repeat the exercise with DPD
with year as the fairness feature. Similarly, figure 6b shows
a comparison in spread and hypervolume between single and
multiobjective solutions. The message conveyed remains the
same. This all the more necessitates the essence of training
custom losses, with user defined metrics.

V. CONCLUSION

The paper presented a basic technique to present Pareto so-
lutions for solar energy forecasting problems. Benefits of train-
ing on multiple objectives (in comparison to single objective)
can easily be observed from the numerical results presented.
It can be noted that the presented approach is tied to a stylized
case with the XGBoost model and optimization dependent on
scalarization techniques (model parameter training). We note
that this work forms an application base that strongly cements



(a) Pareto frontier. (b) Scatter - Zoomed.

Fig. 6: Performance of Single Objective (SOO) and Multiob-
jective Optimization (MOO) approaches on the Bias/Fairness
problem with indicator “Year”.

the need for for comprehensive future research along two
different directions. The first direction refers to the use of more
models like MLP, Neural Nets, SVMs, and Random Forests,
extensions to wind power problems and regression based
settings, and use of more datasets (say from Open Weather
Map). The second direction should focus on the deployment of
Bayesian methods and Direct Search type search methods (say,
MADS or Nelder-Mead) for hyperparameter tuning and Frank-
Wolfe type methods for addressing other complex metrics like
model inference-time and sparsity.
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