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Abstract

Computational fluid dynamics (CFD) simulations, a critical
tool in various engineering applications, often require sig-
nificant time and compute power to predict flow properties.
The high computational cost associated with CFD simula-
tions significantly restricts the scope of design space explo-
ration and limits their use in planning and operational con-
trol. To address this issue, machine learning (ML) based sur-
rogate models have been proposed as a computationally ef-
ficient tool to accelerate CFD simulations. However, a lack
of clarity about CFD data requirements often challenges the
widespread adoption of ML-based surrogates among design
engineers and CFD practitioners. In this work, we propose
an ML-based surrogate model to predict the temperature dis-
tribution inside the cabin of a passenger vehicle under vari-
ous operating conditions and use it to demonstrate the trade-
off between prediction performance and training dataset size.
Our results show that the prediction accuracy is high and sta-
ble even when the training size is gradually reduced from
2000 to 200. The ML-based surrogates also reduce the com-
pute time from ∼30 minutes to around ∼9 milliseconds.
Moreover, even when only 50 CFD simulations are used for
training, the temperature trend (e.g., locations of hot/cold re-
gions) predicted by the ML-surrogate matches quite well with
the results from CFD simulations.

Introduction
The existing approaches for designing complex devices and
systems in the automotive industry, for example, aerody-
namic surfaces and thermal, energy, and battery manage-
ment systems, typically involve an iterative interaction be-
tween exploration of the design/operating space and eval-
uation of the performance using high-fidelity CFD simu-
lations. However, the computational cost associated with
high-fidelity CFD simulations using commercial solvers, for
example, SimCenter Star-CCM+ or Ansys Fluent, severely
limits the scope of the overall design optimization pro-
cess and may, as a consequence, lead to sub-optimal de-
sign choices. From this perspective, using neural networks
to capture the relevant functional relationship to predict sim-
ulation outcomes and applying ML algorithms to develop
a fast and accurate surrogate for CFD simulations have the
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Figure 1: The design case under consideration. The left fig-
ure shows the configuration of the car cabin along with the
relevant input variables and the right figure shows the tem-
perature profile on the solution plane of our interest.

potential to significantly accelerate design evaluations and
thereby generate improved design choices.

Over the last decade, artificial intelligence and data-driven
approaches have transformed the state-of-the-art in almost
every industry. In a variety of application domains, such as
image recognition (He et al. 2016), sequential decision mak-
ing (Mnih et al. 2015), and language comprehension (Devlin
et al. 2018), deep neural networks and representation learn-
ing (Goodfellow, Bengio, and Courville 2016) have become
widely-adopted as the enabler of state-of-the-art solution ap-
proaches. As ML-based approaches can help reduce costs
and create new differentiated values, applying them to CFD
applications can be a strategic asset to companies. ML-based
solutions offer substantial benefits to CFD engineers, de-
signers, and analysts. In addition to reducing computational,
design program, and operational costs by creating more de-
sign insight per simulation at a faster turnaround time, these
approaches can also reduce the process and program devel-
opment time with ML based surrogate models and smart AI
driven workflows and thereby expedite the turnaround time.

Use of ML-based approaches to accelerate CFD simula-
tions has drawn significant attention over the last few years.
A fast growing body of work (Hennigh 2017; Jiang et al.
2020; Nabian and Meidani 2020; Raissi, Perdikaris, and
Karniadakis 2019; Wang et al. 2020; Warey et al. 2020;
White, Ushizima, and Farhat 2019) has demonstrated that
ML-based approaches can predict simulation results, i.e.,
flow and temperature profiles over a spatio-temporal do-
main, in both mesh-based and mesh-free manner and incor-
poration of physics-based regularization in these formula-
tions improves the quality of results by a significant margin.
Prior work has also introduced appropriate Fourier features



to incorporate relevant periodic behavior in the predicted
solutions (Zhang et al. 2020; Li et al. 2021). On the other
hand, alternative approaches (Dwivedi, Parashar, and Srini-
vasan 2019; Lu et al. 2019; Nabian and Meidani 2019) use
self-supervised learning to predict solutions of the underly-
ing partial differential equation and thereby avoid the need
for the computationally expensive step of dataset generation.

Although the existing approaches primarily focus on pre-
diction accuracy, they provide little to no insight into the
trade-off between data availability and prediction accuracy.
However, from the perspective of a CFD practitioner, it is
very critical to know how the prediction accuracy of an ML-
based surrogate varies with changes in the dataset size. We
provide an answer to this question in this work. The main
contribution of this work is two-fold: – first, we introduce
a neural network based surrogate model that uses very few
CFD simulations to predict temperature profile inside a car
cabin; and second, we study the impact of training dataset
size on prediction accuracy and show that reasonably ac-
curate surrogate models can be learned even with a tiny
dataset.

Problem and Framework
Problem
In this paper, we focus on the problem of predicting tem-
perature distribution inside the cabin for various operat-
ing conditions. As shown in Figure 1, we are working on
a closed volume of the passenger compartment with two
manikins in the front seat. We excluded the conductive
heat transfer between the manikin and the seat to simplify
the CFD model. As a result, the model only considers the
convective and the radiative modes of heat transfer and
takes into account the effects from convective heat trans-
fer (between the air introduced in the passenger compart-
ment from the HVAC system and the manikins) and radia-
tive heat transfer (including the solar radiation between the
cabin’s glazing surfaces and other surrounding walls and
the manikins). In this formulation, we focus on the fol-
lowing six variables which influence the temperature pro-
file: Solar load ∈ {500, 600, 700, 800, 900, 1000}W/m2;
Sun altitude ∈ {45, 90}◦; Sun azimuth ∈ {−90, 90}◦; Dis-
charge air temperature ∈ {5, 10, 15}◦C; Volume flow rate ∈
{50, 100, 150, 200, 250, 300}CFM ; and Ambient tempera-
ture ∈ {20, 25, 30, 35, 40}◦C.

Then we employ the standard k − ϵ turbulence model
and use a commercial CFD tool (Simcenter STAR-CCM+
v15.04.010) to simulate and visualize the steady state tem-
perature distribution under each of the input combinations.
However, even with the simplifying assumptions and afore-
mentioned constraints, designer and engineers still need sig-
nificant compute power and time to simulate and visualize
each and every combination of the input variable. This hin-
ders fast prototyping and agile design cycles given limited
time and resource.

Learning Framework
As shown in Figure 2, we take the six variables as the in-
put and feed them into a multilayer perceptron (MLP). Each

Figure 2: Pipeline of the proposed ML framework.

layer in the neural network is a fully-connected layer with a
hyperbolic tangent activation function:

yi = tanh(FCi(xi)), (1)
where x is the input of each layer, y is the output and i is
the layer index. The MLP outputs the “target pixels” whose
values indicate the temperature in the visualization. We use
mean square error (MSE) as the loss function to measure the
difference between the prediction and the ground truth; and
we take Adam Optimizer (Kingma and Ba 2014) to back-
propagate and train the neural network.

Experiments
Dataset Overview and Preprocessing
To evaluate the model, we form 2160 distinct cases from the
6 variables and generate simulation and visualization images
for the cases. We randomly sample 2000 cases as the train-
ing set, 80 as validation and 80 as test. We also inspect the
three sets and ensure that all sets cover the same ranges of
variables in the input.

To find the target pixels, we scan all the images and collect
the coordinates of the pixels whose values change among
the images. With the coordinates, the output of our model
will be restored to the images to illustrate the temperature
distribution.

Hyper-parameters and models
For all the experiments, we set learning rate as 0.001,
mini-batch size as 32 and max epoch as 2000. With
random seeds, we initialize the network parameters. To
train a model with k training instances, where k ∈
{50, 100, 150, 200, 500, 1000, 1500, 2000}, we use the same
seeds to shuffle the whole training set and sample the first k
instances as training data. We select the best epoch as the
epoch when the MSE on the validation set achieves its min-
imum value. We also use Structural Similarity (SSIM) in-
dices (Wang et al. 2004) to evaluate the performance on the
validation and test set.

With random seed 0, we grid-search the hyper-parameters
for neural network structure. For number of layers we try
5 and 10, and for the size of hidden layers we try 64, 128,
256. We observe SSIM indices on the test set from the best
models of all 6 combinations with 8 different training sizes.
We find that 10 layers with the size of 128 performs the best
as it has 4 best SSIM indices among the 8. Hence, the results
reported in the section are all based on this combination of
hyper-parameters. With random seeds 1 to 10, we run the
experiments and report the performance.

We also implement a linear model with the identical input,
output, data splits and random seeds as baseline. We also
report the SSIM indices for the linear model.



(a) A low temperature example wherein the
strong (300CFM ) and cold (10◦C) air-
flow overwhelms the warm ambient condi-
tion (40◦C).

(b) A high temperature example wherein the
sunshine hits the driver’s shoulder, and am-
bient temperature is a high (35◦C) with very
little airflow (50CFM ).

(c) An intermediate temperature example
with a moderate ambient temperature (30◦C)
and very little airflow (50CFM ).

Figure 3: Examples from test set. In each sub-figure, the ground truth on the upper left. The predictions with 50 and 100 training
instances are on the first row, 150, 200 and 500 are on the second row and 1000, 1500 and 2000 on the bottom. Please refer to
supplementary material for enlarged version and comparison.

Results and Discussion
Results and Examples: Table 1 demonstrates the SSIM in-
dices from the experiments. We conclude that our proposed
method significantly outperforms the linear baseline. We ob-
serve that, even with 50 training instances, the loss is very
small and the SSIM index shows that the prediction is very
close to the ground truth. Increasing the size of training set
brings forth further improvement in the performance. Ac-
cording to Figure 3, starting from training sizes of 200, the
difference becomes barely visible.

Figure 4 illustrates the amplified patches from Figure 3(c),
we compare the ground truth and the result trained from 50
images. Our model is still able to capture points of interest
such as the hot point on the “right lap” of the “passenger”
and demonstrate the temperature trends.

Prediction Accuracy: One observation is that fewer
training instances lead to larger difference, higher losses
and lower similarity. Another observation which explains
the slight difference between ground truth and prediction is
shown in Figure 5. The ground truth has clearer “contour”
style texture, while prediction output looks more blurred.

(a) Ground truth (b) Prediction from 50

Figure 4: Zoomed-in view of the passenger’s lap from Fig-
ure 3(c)

Time Consumption: With a server equipped with two In-
tel Xeon Gold 6226R processors (2.9GHz and 64 threads),
we need 0.75 hours for each simulation case with the CFD

(a) Ground truth (b) Prediction from 200

Figure 5: Zoomed-in view of the dashboard from Figure 3(a)
.

tool, and two months for a single server (long time) or two
days for thirty machines (high cost) to simulate all 2160
cases. We run our framework on the same single server
without any additional hardware such as GPU/TPU because
we want to ensure fair comparison and fully-connected lay-
ers are highly optimized on CPU. Table 2 demonstrates the
total time of simulating a number of training cases and pre-
dicting all the other cases. Prediction is almost instanta-
neous, so we omit it in the table. With 200 training instances
we only need 10% of the total time and we are able to
achieve comparable performance as discussed. We conclude
that our proposed method offers a good solution when the
availability of time and computing resource is limited.

Conclusion
Machine learning with CFD can be a good complimentary
tool in engineering design. Simulation data can be a strategic
asset for the companies if they figure out how the data they
generate can be leveraged with surrogate model for future
data driven design decisions. Clear understanding of what
type of CFD data and how much CFD data can be generated
is essential for defining the goals of the surrogate model and
for the successful transformation of AI journey in simula-
tion and design persona. From our studies, we infer that with
very few data samples (e.g., 50), we are able to predict the
trend of where hot and cold temperature zones can be in the



# of Training Instances 50 100 150 200 500 1000 1500 2000

Validation SSIM 0.724 0.726 0.738 0.804 0.930 0.937 0.940 0.937
(baseline) ±0.004 ±0.003 ±0.011 ±0.036 ±0.024 ±0.022 ±0.020 ±0.019

Test SSIM 0.724 0.726 0.739 0.809 0.943 0.949 0.952 0.949
(baseline) ±0.002 ±0.003 ±0.015 ±0.035 ±0.019 ±0.018 ±0.015 ±0.014

Validation SSIM 0.977 0.984 0.987 0.990 0.995 0.996 0.996 0.997
(our approach) ±0.012 ±0.009 ±0.008 ±0.006 ±0.002 ±0.001 ±0.001 ±0.001

Test SSIM 0.977 0.983 0.986 0.989 0.995 0.996 0.997 0.997
(our approach) ±0.012 ±0.010 ±0.009 ±0.007 ±0.002 ±0.001 ±0.001 ±0.001

Table 1: Similarity performance on the validation and test sets from the best models of the baseline and our proposed approach
with regard to the training set size.

cabin; and with 500 data samples, we are able to accurately
predict the magnitude of the temperature distribution in the
cabin as compared to the CFD simulation. Moreover, with
50 data samples, engineers can weed out the bad designs us-
ing machine learning models and then run CFD simulation
for more streamlined design exploration studies; and with
500 data samples engineers can skip the CFD simulations
at the early design or conceptual design phase and use CFD
for more challenging physics and modelling problems at de-
tailed design stage.

Dataset Simulation Training Total Reduction
Size Time Time Time (%)

50 37.5 0.40 37.90 97.66
100 75 0.54 75.54 95.34
150 112.5 0.60 113.10 93.02
200 150 0.66 150.66 90.70
500 375 0.99 375.99 76.79
1000 750 1.58 751.58 53.61
1500 1125 2.18 1127.18 30.42
2000 1500 2.91 1502.91 7.23

Table 2: Time consumption in hours and percentage reduc-
tion in compute time.
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